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Introduction



VLSI Trends

Computing industry is performance hungry !



VLSI Trends

Technology trends

Smaller transistors -> Higher integration density

Complexity, power and thermal hazards



Moor’s Law



The wire delay Gap

Source: International Technology Roadmap for Semiconductors 

(http://www.itrs2.net/)



Technology & Architecture Trends

Architectural trends

Go parallel!

Requires: Efficient on-chip communication

Key challenges:

Scalability

Performance 

Power



Point-to-Point

On-chip Interconnection Solutions
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Shared bus
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On-chip Interconnection Types

Looks Promising, Right ?



Why NoCs ?

 Reusability

 Flexibility and Fault Tolerance 

 Globally Asynchronous Locally Synchronous (GALS)

 Low Power and Dark Silicon 

 Scalability

 Standard Design Methods using Layered design framework:

 Physical (Links)

 Network (Routing)

 Application (mapping, scheduling etc.)



NoC Design Considerations



Typical NoC Design Flow
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NoC Abstraction vs. OSI
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NoC Topologies
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Regular Mesh 
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Router Architecture 

Crossbar switch

Routing & Arbitration
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Routing Algorithm

 Attributed by 

Number of destinations

Unicast, Multicast, Broadcast?

Adaptivity

Deterministic, Oblivious or Adaptive 

 Implementation (Mechanisms)

Source or node routing?

Table or circuit?



Number of destinations



Adaptivity

Deterministic or static

Adaptive

Oblivious
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Implementation (Mechanisms)
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Implementation (Mechanisms)
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NoC Prototype Examples



NoC Prototype Examples
 Intel’s Teraflops (80 core research chip)



NoC Prototype Examples

 SpinNNaker System, University of Manchester 



Research Project 1



Research Project 1: Newcastle University

Physical Parameter-Aware NoCs Design
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Research Project 1: Newcastle University

http://www.youtube.com/watch?v=p175PfvpixY


Research Project 2



 Continuous on-line adaptation in many-core systems

Research Project 2: University of York
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Research Project 2: University of York

 Continuous on-line adaptation in many-core systems

Monitoring

Power, Temperature, Quality-of-Service (QoS), Faults

Control 

Frequency, Voltage, Application mapping, NoC Routing

Optimisation 

Evolutionary Algorithms (e.g GA, ACO etc.)

 Aims at

Reliability 

Performance

Scalability



Application Monitoring and Control
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The Monitor

(running lwip)

Control NoCEthernet

Research Project 2: University of York



Research Project 2: University of York
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